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Abstract — A new and powerful, systematic approach for
creating nonlinear behavioral models of microwave/RF ICs is
presented. The methodology incorporates several techniques
from nonlinear dynamics, system identification, and
computational geometry to produce models that are an
effective compromise between complexity and accuracy, and
efficiency and speed of simulation. The models are
constructed from large-signal microwave measurements in
the time domain, or from simulation, and are implemented in
a commercial nonlinear microwave simulator. We illustrate
the technique by creating a cascadable, transportable model
of a microwave IC amplifter that predicts accarately the DC,
large signal, harmonic distortion, inter-modulation, and
small-signal S-parameter behavior,

I. INTRODUCTION

Modern microwave and wireless systems are nowadays
too complex to permit complete simulation of the non-
linear behavior at the transistor level of description. This
problem presents a significant productivity bottleneck for
design engineers. A solution to this problem is to design
at a higher level of abstraction, using behavioral models of
the nonlinear blocks or ICs in the systern. The behavioral
models can represent the nonlinear behavior of the
components with sufficient accuracy, yet they are simple
enough to allow rapid simulation.

In this paper we shall describe a new, general, and
systematic time-domain methodology for generating
nenlinear behavioral models, that is based on techniques
from nonlinear dynamics, system identification, and
computational geometry. We shall illustrate the technique
by creating and validating a model of a real microwave IC
amplifier. The modeling procedures that we outline are
very general: the test signal design, analysis, model
generation and simulator implementations are generic and
can be applied to amplifiers, mixers, modulators and other
microwave components or sub-systems. The resulting
maodels are transportable [1]: in other words, usable in a
range of system and simulation environments, and not
restricted to a limited domain of applicability. A further
advantage of this time-domain modeling technique is that
it works for arbitrarily strong non-linearities, unlike
common microwave frequency-domain approaches such
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as Volterra Series analysis, which is limited to weakly
non-linear systems [2].

II. METHODOLOGY

The motivation for our approach to non-linear systems
identification goes under the rubric of Non-Linear Time
Series Analysis (NLTSA) [3]. The suggestion tc use this
approach for describing input-output systems is due to
Casdagli [4]. The key idea is to embed the measured or
simulated stimulus and response variables in a higher
dimensional space built not only from the measured data
but also transforms of the measured data, in our case, their
time derivatives. Due to a theorem of Takens extended to
the driven case by Stark [5], these embedded models can
be faithful to the dynamics of the original system. In
particular, deterministic prediction is possible from an
embedded model that will mimic the dynamics of the
actual system.

The models are formulated as non-linear ordinary time-
differential equations, which are casily implemented in
commercial microwave simulators, in the embedded
variables:

FUEGID, @), vV (D)V(0),.) =

The outputs i(¢} ar¢ assumed to be measurabie functions
of the internal state of the system, x(z), and the inputs v{z):

i(5) = h(x(),v(1))
2y =g (x(H),v(0)
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We use an embedding technique where the trajectory of
the output (i(z)) is unfolded in a higher dimensional space
by increasing the number of derivatives until a single-
valued function is obtained. This approach leads to fewer
ad hoc assumptions, such as model order, compared with
other recently-published time-domain techniques [6].

The goals of the modeling process are thus to determine
the significant embedding variables of the function, £, and
then to find an efficient basis for the function
approximation.
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IIf. PROCEDURE
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Fig, 1 Flowchart of Behavioral Modeling procedure

A. Generating the Data

The operating range of the DUT is generally specified
in a datasheet. The 'power bandwidth' specification of the
microwave amplifier was used to determine the range of
powers and frequencies for the set of excitation signals
that were used to produce the data for the behavioral
model generation. In this example, the excitation signal
that we applied comprised two offset tones at the amplifier
input, and a further tone at the output port, swept over the
frequency range from 1.2 to 10.2 GHz, and from small-
signal to the P-1dB compression peint. These signals
generate multiple internal states due to the nonlinear
behavior of the transistors in the IC, and hence a
significant number of observable states from which the
model can be created.

Other excitation signals can be used, including multi-
fone inputs, and modulated signals using simple FM or
complex CDMA modulation.

The model data can be generated either by simulation of
the transistor-level circuit of the amplifier, or by direct
measurement of the time-domain waveforms using a
large-signal vector neiwork analyzer [7,8]. The time-
domain data is then read directly into the Behavioral
Modeling Toolbox written by the authors in MATLAB.

B. Behavioral Modeling Toolbox in MATIAB

Historically, Time-Series Analysis has focussed on
autonomous time series, examples of which include the
Sunspot cycle, Stock Market indices, etc. The predicted
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output of such time series is found from the current output
and its history, by using a 'delay embedding”:

Y+ = f(p(0), y(t —7), y(t = 27),...3(¢ -nn)) )

where the embedding delay is 7, and the dimension of the
embedding is n,

The immediate differences between this approach and
our application are that we are considering a driven
system, which operates over a wide bandwidth. Clearly, a
constant time-delay embedding is inadequate to cover the
wide timescales {bandwidth) of the excitation signal used
here for the amplifier. We use time derivatives of the
inputs and outputs for embedding the data.

The algorithm that we use for choosing which of the
dynamical variables (time derivatives) are used for the
embedding is based on the technique of "False Nearest
Neighbours" [9], which is established in principles of
computational geometry. We used a method based on that
of Rhodes and Morari [10], developed for input-output
systems. The algorithm uses the data itself to determine
the optimal set of embedding variables, resulting in a
compact and efficient model of vastly lower complexity
than the original nonlinear system (amplifier).

Having chosen the optimal sei of embedding variables,
the next task is to determine a suitable function
approximation for the nonlinear function fin (1). We have
considered several technmiques, including multivariate
polynomials [8], radial basis functions (RBF) [1], and
artificial neural networks (ANN) [11] reported here for a
real microwave amptlifier 1C. We use the MATLAB
Neural Network Toolbox to carry out the function fitting:
the fitting parameters include the number of hidden layers
and number of neurons in those layers.

The mathematical model is then exported to the
nonlinear circuit simulator, Agilent 'Advanced Design
System' (ADS). The model is implemented in ADS using
the 'Symbolically-Defined Device' (SDD). The SDD also
performs the scaling and calculates the time derivatives of
the variables at each time step in the simulation. Hence
the true terminal currents are evaluated.

IV. RESULTS

The amplifier behavioral model SDD is compared with
the transistor-level circuit model of the amplifier in a
range of simulation conditions, to establish the validity
and accuracy of the behavioral model. In particular, we
have carried out a single-tone power sweep simulation to
study the large-signal and harmonic behavior, and a two-
tone power sweep simulation to study the intermodulation
performance. Different power levels and frequencies to
those used in the data/model generation were used for



validation. In addition, we investigated the limiting cases
of linear or small-signal behavior using S-parameter
simulation, and DC behavior. Again, it is important to

note that neither small-signal nor DC data were used in the -

model generation procedure.

In Fig. 2, the single-tone Gain Compression
characteristic reproduced almost exactly by the behavioral
model. The frequency range is 1-11 GHz, the operating
bandwidth of the amplifier. The magnitude response of the
3™ harmonic of the output signal is shown in Fig. 3; the
phase is reproduced faithfully.also.
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Fig. 2 Gain Compression curves for Time-Series
model (—e—)} and transistor-level circuit model (—=).
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Fig. 3 Third harmonic power cutput for Time-Series
mode] (—e-) and transistor-level circuit model (—).

Further, in Fig. 4 we show the response up to the 7
harmonic for a single-tone input at 3 dBm, which is the
P-1dB compression point. Note also that the DC level is
reproduced exactly by the behavioral model.

The two-tone performance of the behavioral model is
also very accurate. This is shown in Table 1 below, for
fundamental input signals of 2.0 and 2.1 GHz, at 0 dBm.
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Fig.4 Harmonics up to seventh order at P-1dB compression
for the Time-Series model (——) and the transistor-level
circuit model (~--). Fundamental frequency is 5§ GHz, and
the input power is 3 dBm.

Circuit TS Model
Fundamental Tones 6.138 6.141
3%order IM, Lower "-26.39 -27.27
3™.order IM, Upper -26.412 -27.299
5™_order IM, Lower -41.242 -42.717
5"_order IM, Upper -41.288 -42.713

Table I Two-tone IM output powers, in dBm, predicted by
the Time-Series and circuit level models

The time-domain output voltage waveforms are shown
in Fig. 5. The RF signal is modeled accurately, and the
envelope signal at 100 MHz is also reproduced exactly,
Again this is an excellent performance as no IF signals
were used in the creation of the behavioral model.

The model and circuit S-parameters are also in excellent
agreement over the frequency range 1-20 GHz, indicating
that the fully nen-linear medel reduces to the correct linear
behavior under small-signal conditions.

While the accurate agreement between the behavioral
model results and those from the transistor-level circuit
are an essential first step in validating the behavioral
model, the usefulness of this model is pertinent in the
simulation of a module or system containing several
components. To demonstrate that the behavioral model of
the amplifier can be used in a system-level simulation, we
place two models in cascade, and compare the results with
two transistor-level circuit models in cascade. The
simulation results for the Gain Compression characteristic
are shown in Fig. 6. Excellent agreement between
behavioral model and transistor-level circuit is observed.
Similar results are found for the harmonic performance,
IM behavior, etc. of the cascade also.
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Fig. 5 Time-domain output voltage for 2-tone input: Time-
Series model (—e—) and transistor-level circuit model (—)..
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Fig. 6. Gain compression characteristic for two sets of
amplifier models in cascade, Time-Series models (—e—) and
transistor-level circuit models (=—).

V. CONCLUSIONS

We have presented a new, general, and systematic time-
domain methodology for generaling nonlinear behavioral
models, based on well-established techniques from
nonlinear dynamics, system identification, and comp-
utational geometry. A prototype Behavioral Modeling
Toolbox has been developed in MATLAB, that reads
measured or simulated time-domain data and generates a
mode} file that can be imported into the Agilent ADS
nonlincar microwave circuit simulator.

With this toolbox we have generated a behavioral model
from simulated data using a transistor-level circuit model
of a broadband microwave IC amplifier. The behavioral
madel faithfully reproduces the circvit model electrical
behavior in a wide range of validation exercises, including
single-tone and two-tone power-frequency sweeps over
the operating space of the amplifier, DC conditions, and S-
parameter simulation. The cascading of two microwave
amplifiers is also modeled accurately for the first time
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using time-series models, indicating that these behavioral
models can be used in system-level simulations of
modules containing several amplifiers.

The modeling technique we have described is general,
systernatic, and scalable, and can be applied to the creation
of behavioral models of a wide range of non-linear
components, including transistors, amplifiers, mixers,
switches, etc. The models can be used to simulate at the
higher level of design hierarchy — module or system level
- enabling designers to be more efficient and productive.
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